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A B S T R A C T   

Virtual reality surgical simulators have facilitated surgical education by providing a safe training environment. 
Electroencephalography (EEG) has been employed to assess neuroelectric activity during surgical performance. 
Machine learning (ML) has been applied to analyze EEG data split into frequency bands. Although EEG is widely 
used in fields requiring expert performance, it has yet been used to classify surgical expertise. Thus, the goals of 
this study were to (a) develop an ML model to accurately differentiate skilled and less-skilled performance using 
EEG data recorded during a simulated surgery, (b) explore the relative importance of each EEG bandwidth to 
expertise, and (c) analyze differences in EEG band powers between skilled and less-skilled individuals. We hy
pothesized that EEG recordings during a virtual reality surgery task would accurately predict the expertise level 
of the participant. Twenty-one participants performed three simulated brain tumor resection procedures on the 
NeuroVR™ platform (CAE Healthcare, Montreal, Canada) while EEG data was recorded. Participants were 
divided into 2 groups. The skilled group was composed of five neurosurgeons and five senior neurosurgical 
residents (PGY4-6), and the less-skilled group was composed of six junior residents (PGY1-3) and five medical 
students. A total of 13 metrics from EEG frequency bands and ratios (e.g., alpha, theta/beta ratio) were 
generated. Seven ML model types were trained using EEG activity to differentiate between skilled and less-skilled 
groups. The artificial neural network achieved the highest testing accuracy of 100% (AUROC = 1.0). Model 
interpretation via Shapley analysis identified low alpha (8–10 Hz) as the most important metric for classifying 
expertise. Skilled surgeons displayed higher (p = 0.044) low-alpha than the less-skilled group. Furthermore, 
skilled surgeons displayed significantly lower TBR (p = 0.048) and significantly higher beta (13–30 Hz, 
p = 0.049), beta 1 (15–18 Hz, p = 0.014), and beta 2 (19–22 Hz, p = 0.015), thus establishing these metrics as 
important markers of expertise. 
ACGME Core Competencies: Practice-Based Learning and Improvement.   

1. Introduction 

The subpial resection of human brain tumors adjacent to important 
cortical structures is a challenging operative procedure and one in which 
neurosurgical trainees are expected to acquire proficiency [1]. Technical 

errors in this complex bimanual psychomotor skill include subpial vessel 
hemorrhage and injury to adjacent normal cortex can result in signifi
cant patient morbidity [1,2]. To aid learners in the mastery of this 
technical skill necessary to safely and efficiently carry out these pro
cedures our group has helped develop [3] and validate virtual reality 
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simulators [4] along with creating complex and realistic virtual reality 
tumor resection tasks [5]. Virtual reality surgical simulators employed 
in neurosurgical education provide a safe training environment and 
allow for self-guided learning [6]. These learning tools are particularly 
relevant during times when trainees have less clinical interaction such as 
during the present COVID-19 pandemic, and especially when combined 
with a mechanism for performance assessment [7,8]. 

Electroencephalography (EEG), the use of electrodes to assess neural 
electrical activity, has been used to continuously assess brain activity 
during surgical performance [9]. EEG data analysis is conducted by 
transforming the raw data into a variety of frequency bands (e.g., alpha, 
theta) that are associated with various cognitive processes such as 
attention, memory, learning and psychomotor efficiency [10,11]. Theta 
frequencies, for example, are associated with learning and memory, 
whereas alpha frequencies are associated with tranquillity [12]. The 
understanding of how each frequency band contributes to surgical 
expertise, may allow the development and implementation to neuro
feedback training interventions to improve technical skills performance 
[13]. 

Large EEG data sets can be analyzed by artificial intelligence to 
deconstruct the frequency bands important in skilled bimanual perfor
mance [14]. Artificial intelligence is the use of computers to mimic 
human decisions. Machine learning is one branch of artificial intelli
gence that imitates human behavior without the need for a predefined 
list of rules to follow. Several machine learning algorithms can be 
trained to discover patterns within a training dataset and their pattern 
recognition abilities are tested on a separate testing dataset [15]. 

There are many different types of machine learning algorithms, 
which are based on different mathematical analytical methods of the 
data [16]. Some of the most utilized machine learning algorithms 
include support vector machines, neural networks, logistic regression, 
linear discriminant analysis, Random Forest, Naïve Bayes, and K-Nearest 
Neighbors [17]. Machine learning has been applied in neurosurgical 
care, to assist in the surgical treatment of epilepsy, brain tumors, Par
kinson’s disease, and brain injury [18]. These algorithms are beginning 
to play roles throughout the whole arc of neurosurgical care: from 
presurgical planning to intraoperative guidance, neurological moni
toring, and outcome prediction [18]. Our group has employed a number 
of machine learning algorithms to assess and train surgical learners 
[19–22]. Machine learning algorithms can be utilized to classify groups 
into different levels of surgical expertise with greater granularity and 
precision than previously demonstrated [21,22]. 

Machine learning models have traditionally been considered black 
boxes and deciphering their decision-making process has been difficult. 
Advances in the field of model interpretability have helped to mitigated 
this problem [23,24] and for less complex models, it is possible to 
determine the relative importance of each input metric to the model’s 
final classification [25]. One useful interpretability method is Shapley 
interpretation, where the features of a machine learning problem are 
treated as players in a coalitional game from game theory. A specific 
value called a Shapley value, is assigned to each feature, and represents 
its contribution to the final classification result. However, while Shapley 
values produce high quality explanations, their exact computation can 
be implemented efficiently only in certain (decision tree-based) models, 
whereas they must be approximated when using other models [25]. 

The hypothesis tested in this study was that EEG signals recorded 
during surgical performance on a simulated brain tumor resection task 
would provide an accurate classification of surgical expertise using 
machine learning algorithms. The specific objectives were 1) to deter
mine which machine learning algorithm provided the greatest precision 
in classifying skilled from less-skilled performance on a virtual reality 
brain tumor resection procedure, 2) to outline which EEG frequency 
bands were most relevant to this classification, and 3) to gain insight 
into EEG frequency bands differences in between skilled and less-skilled 
individuals. 

2. Methods 

2.1. Study participants 

A total of 24 individuals from one institution were enrolled in this 
study including 6 neurosurgeons, 6 senior neurosurgical residents (post- 
graduate years 4–6), 6 junior neurosurgical residents (post-graduate 
years 1–3), and 6 medical students. Data were collected at a single time 
point and no follow-up data were collected. Collected demographic data 
included age, gender, handedness, resident training level, and hours of 
video games and musical instruments played weekly. Participants rated 
the tumor resection procedure difficulty after each tumor resection on a 
five-point Likert scale. All participants had previous experience with the 
NeuroVR™ neurosurgical simulator in a previous study [26]. Since 
previous research suggests differential EEG patterns between left- and 
right-handed individuals [27], 2 left-handed participants (1 senior 
resident and 1 medical student) were excluded. One neurosurgeon’s 
data was not utilized due to excessive noise affecting the EEG recording. 
See Fig. 1 for an illustration of the inclusion and exclusion of partici
pants. The remaining 21 participants were classified a priori as skilled 
(neurosurgeons and senior residents), or less-skilled (junior residents 
and medical students) groups based on their patient intraoperative 
experience with the selected brain tumor procedure. Before starting the 
study, all participants signed a consent form approved by the McGill 
University Health Centre Research Ethics Board, 
Neurosciences-Psychiatry. This study follows Consolidated Standards of 
Reporting Trials involving Artificial Intelligence (CONSORT-AI) [28] 
and the best practices for Machine Learning to Assess Surgical Experi
ence (MLASE) reporting guidelines [29]. 

2.2. NeuroVR™ simulator and simulation scenario 

The NeuroVR™ platform (CAE Healthcare, Montreal, Canada), is a 
high-fidelity virtual reality neurosurgical simulator, providing 3D visual 
operative experience with haptic feedback (Fig. 2A). The virtual reality 
simulated brain tumor resection scenario consisted of identical tumors 
and stiffness with random bleeding points [30]. The color, stiffness, and 
elliptical structure chosen for each tumor was a simulated glioma-like 
brain tumor embedded in a simulated cortical surface (Fig. 2B). The 
task was specifically designed to model patient brain tumor resection 
procedures. Participants were provided with written and verbal in
structions and asked to complete a tumor resection while minimizing 
bleeding and injury to the surrounding simulated normal tissue. 

2.3. Study sequence 

Participants were equipped with one active electrode placed on the 
scalp at Cz in accordance with the International 10–20 system [31] and 
referenced to linked ears (Fig. 2A). The ProComp Infinity (Thought 
Technology Ltd., Montreal, Canada) continuously acquired EEG data at 
a sampling frequency of 256 Hz. Impedance values were kept below 
5 kΩ. EEG data were digitally band-pass filtered between 0.3 Hz and 
40 Hz. Artefact correction was performed by visually inspecting the raw 
EEG data and rejecting prototypical artefacts, such as eye blinks and 
muscle tension. 

EEG data collection began with a 2-min eyes-closed, and a 2-min 
eyes-open baseline recording. Following this baseline, participants 
resected 6 simulated brain tumors on the NeuroVR™ platform (CAE 
Healthcare, Montreal, Canada) (Fig. 2B). Participants utilized a simu
lated surgical aspirator in the dominant hand for tumor resection and a 
simulated sucker in the non-dominant hand to control bleeding (Fig. 2C) 
[26]. Participants were affixed to the virtual reality headset for the 
entire surgical task, preventing their head from moving, thus elimi
nating the possibility of artefacts associated with the movement of 
participants. Participants began by resecting tumors 1 and 2 (2 min were 
allocated per tumor resection). This was followed by a 90-s rest period in 
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which participants were instructed to close their eyes and to relax prior 
to the next task. This sequence was then repeated for scenario two 
(tumor 3 and tumor 4) and three (tumor 5 and tumor 6). All simulated 
tumors were identical except for tumor 4, which included uncontrollable 
intraoperative bleeding resulting in simulated patient cardiac arrest 
[30]. Due to the acute stress that participants experienced during 
resection of tumor 4 and impact this may have had on subsequent per
formance, only data from tumors 1–3 were included in this analysis. 
Future research will explore differences in expertise under simulated 
stress. Video 1 is a sample video of the task. Participants completed a 
post simulated operative questionnaire utilizing a five-point Likert scale 
to indicate their perception of the difficulty of each tumor resection. 

2.4. Feature selection 

Fast Fourier Transform (FFT) at 1 Hz resolution was used to separate 
the raw EEG signal into various power spectra bandwidths using Bio
graph Infinity software (Thought Technology Ltd., Montreal, Canada). 
Mean spectral power (μV2) per tumor was then calculated for the 13 
relevant bandwidths, which included: delta (2–4 Hz), theta (4–8 Hz), 
low theta (4–6 Hz), high theta (6–8 Hz), alpha (8–12 Hz), low alpha 
(8–10 Hz), high alpha (10–12 Hz), beta (13–30 Hz), sensorimotor 

rhythm (SMR, 12–15 Hz), beta 1 (15–18 Hz), beta 2 (19–22 Hz), beta 3 
(23–36 Hz). Thus, the average power was calculated based on the 
average of artefact-free data for each tumor (up to 2 min), using 1 s FFT 
window length. Furthermore, the theta/beta ratio (TBR) has been found 
to be associated with cognitive processing capacity and was thus felt to 
be an important feature to assess [32]. The TBR is calculated by dividing 
the square of theta (4–8 Hz) divided by the square of beta (13–21 Hz). 
All metrics were averaged across each tumor resection per participant. 
See Table 1 for a detailed analysis of each analyzed feature separated by 
expertise level. 

2.5. Training 

Three datapoints were collected per participant, corresponding to 
the average value of the 13 generated metrics during each tumor 
resection simulation [30]. Thus, a total of 63 datapoints from 21 par
ticipants were available for analysis. Data were randomly divided into 
training (16 participants, 48 tumors, 76%) and testing datasets (5 par
ticipants, 15 tumors, 24%). The testing dataset was composed of 1 
neurosurgeon (10 years in practice), 1 senior (post-graduate year 4), 2 
junior residents (both post-graduate year 1), and 1 medical student. 
Statistical comparison of these two datasets revealed no differences in 

Fig. 1. Inclusion and exclusion of participants 
Six neurosurgeons, 6 senior neurosurgical residents 
(post-graduate year 4–6), 6 junior neurosurgical res
idents (post-graduate year 1–3), and 6 medical stu
dents who expressed an interest in neurosurgery were 
recruited. Two groups were defined a priori. The 
skilled group included post-graduate year 4 or higher. 
The less-skilled group included post-graduate years 
1–3 and medical students. To ensure homogeneity in 
handedness, two left-handed trainees were excluded 
(1 skilled and 1 less-skilled participants). To ensure 
high fidelity of EEG data, one skilled participant was 
excluded, for a final sample size of 21 (10 skilled and 
11 less-skilled participants).   

Fig. 2. Virtual neurosurgical experimental setup 
(a) A participant performing a simulated brain tumor 
resection procedure on the NeuroVR™ virtual reality 
simulation platform whilst equipped with an EEG 
electrode. Note that the surgical view is perpendic
ular to the surgical tools. (b) Surgical view demon
strating the simulated surgical aspirator and 
simulated suction device. (c) Experimental setup with 
haptic feedback outlining the aspirator held by the 
dominant hand and sucker in the non-dominant hand.   
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age, years of practice, sex, or proportion of skilled or less-skilled in
dividuals (p = 0.182, 0.411, 0.993, and 0.696 respectively). Data was 
normalized by centering to the mean and scaling component-wise to unit 
variance, and then shuffled [33]. 

Seven machine learning algorithms were trained on the training set: 
Artificial Neural Network (ANN), Naïve Bayes (NB), Linear Discriminant 
Analysis (LDA), Logistic Regression (LR), Support Vector Machine 
(SVM), K-Nearest Neighbors (KNN), and Random Forest (RF) [34]. 
These models represent the seven most common algorithms used in the 
field of artificial intelligence in healthcare [35]. Leave-one-out cross 
validation was used. This involved the iterative withholding of a 
participant in the training set, whose membership is predicted by a 
trained model on all other participant data. This process is repeated until 
all individuals have been classified. Hyperparameters of each model 
were manipulated until the training accuracy peaked. A final training 
was done for each model on the whole training dataset using the opti
mized hyperparameters. Finally, the trained models were tested on the 
testing dataset for independent validation. 

Since the ANN model provided the highest accuracy, it was selected 
for interpretation (see Supplementary Fig. 1 for an illustration of the 
model). A Shapley explainer model was trained to compute the average 
expected marginal contribution of each EEG metric to each testing 
participant’s tumor resection classification for the model [25]. Shapley 
values were plotted (Fig. 3). All modelling and interpretability were 
performed using Python, Tensorflow, and Keras, by code written by the 
authors. 

2.6. Statistical analysis 

Pearson’s Chi-squared test was used to test differences in pro
portions, such as gender and expertise differences across the training/ 
testing split and differences in gender across expertise. Unpaired two- 
tailed T-Tests were used to compare participant age across expertise 
groups and training/testing split. A Kruskal-Wallis test was used to 
compare tumor difficulty ratings between expertise groups, due to the 
scale’s discontinuity. Regression analysis was conducted on correlations 
between age and each of the EEG metrics as well as years in practice and 
each of the EEG metrics. All findings were assessed at the 0.05 alpha 
level for significance. 

3. Results 

Demographic information is presented in Table 2. Eighteen (87.7%) 
of the participants were male, with mean age (SD) of the skilled and less- 
skilled group being 37.2 (8.1) and 26.2 (3.0) which were significantly 
different (p < 0.001). Three participants (12.5%) played musical in
struments, whereas 8 (33%) reported playing video games. On the night 
before participating average sleep time was 6.0 ± 1.5 h, suggesting 
participants were relatively well rested. No differences in sleep between 
expertise groups was found (p = 0.309). Skilled and less-skilled partic
ipants rated the tumor resection procedure difficulty, with mean (SD) of 
3.17 (0.83) and 3.70 (0.89) on average on the five-point Likert scale, 

Table 1 
EEG band means across expertise.  

EEG Metrics Skilled 
(n = 10) 

Less-skilled 
(n = 11) 

p-Value 

1. Delta (2–4 Hz) 7.92 ± 0.31 8.27 ± 0.47 0.5338 
2. Theta (4–8 Hz) 8.21 ± 0.44 7.91 ± 0.45 0.6290 

3. Low Theta (4–6 Hz) 6.00 ± 0.24 6.07 ± 0.33 0.8703 
4. High Theta (6–8 Hz) 5.60 ± 0.40 5.14 ± 0.34 0.3688 

5. Alpha (8–12 Hz) 6.87 ± 0.57 5.77 ± 0.40 0.1183 
6. Low Alpha (8–10 Hz) 5.37 ± 0.43 4.33 ± 0.26 0.0443* 
7. High Alpha (10–12 Hz) 4.30 ± 0.43 3.81 ± 0.33 0.3671 

8. SMR (12–15Hz) 4.14 ± 0.35 3.56 ± 0.17 0.1323 
9. Beta (13–30 Hz) 7.94 ± 0.46 6.75 ± 0.36 0.0485* 

10. Beta 1 (15–18 Hz) 3.76 ± 0.25 3.02 ± 0.14 0.0141* 
11. Beta 2 (19–22 Hz) 3.37 ± 0.18 2.78 ± 0.15 0.0148* 
12. Beta 3 (23–36 Hz) 5.96 ± 0.45 5.43 ± 0.38 0.3635 

13. TBR Mean (4–8 Hz) 
[2]/(13–21Hz) [2] 

1.93 ± 0.13 2.67 ± 0.33 0.0484* 

A comparison between skilled and less-skilled groups on the 13 curated EEG 
bandwidth metrics selected for this study. Band means were averaged across all 
three tumor resections per participant. Unpaired two-tailed t-tests were con
ducted to compare differences between each group, except when the condition 
of normality was suspect, in which case a Wilcoxon Test was used (Mann- 
Whitney). Means ± SEs are reported. Significant differences (p < 0.05) are 
denoted by an asterisk. No correction for multiple comparisons has been per
formed due to a relatively small number of comparisons. 

Fig. 3. Shapley interpretability plot 
Bar plot illustrating the contribution of each frequency band as calculated by 
Shapley analysis on the final artificial neural network, in descending order. 
Shapley values are borrowed from game theory and attempt to quantify the 
marginal contribution of each player to the final result of a game, with a greater 
values representing greater contributions [25]. In the case of a machine 
learning model, a player is an input metric and a final result is the overall model 
classification. Shapley interpretability thus allows for a model-agnostic inter
pretation of feature importance. The low alpha band was by far the most 
important factor in expertise classification. 

Table 2 
Participant demographics stratified by expertise level.   

Skilled Less-skilled P value 

Composition 5 Neurosurgeons 6 Junior Residents  
5 Senior Residents 5 Medical Students  

Age ± SD 37.2 ± 8.1 26.2 ± 3.0 0.0005* 
Gender, No (%) 
Male 8 (80%) 10 (90.9%)  
Female 2 (20%) 1 (9.1%)  
Years in Medicine (range) 15.45 (8–26) 4.55 (3–7) 0.0001* 
Difficulty ratings ± SD 
Tumor 1 3.40 ± 0.93 3.36 ± 0.90 0.8603 
Tumor 2 2.90 ± 0.70 3.72 ± 1.06 0.0783 
Tumor 3 3.10 ± 0.87 3.72 ± 0.72 0.1392 

Demographic data and tumor difficulty ratings (on a five-point Likert scale) of 
the 10 skilled and 11 less-skilled participants. A two-tailed unpaired T-Test was 
used to compare age and years in practice differences across expertise groups. A 
Kruskal-Wallis non-parametric test was used to compare tumor difficulty ratings. 
Years in practice calculation assumes 4 years of medical school, 6 years of 
residence training, and 2 years of fellowship, as is standard in neurosurgical 
education. Significant differences of p < 0.05 are denoted by an asterisk. Skilled 
participants were significantly older (p = 0.0005) and more experienced 
(0.0001) than less-skilled participants. Since expertise categories were based on 
education level attained and education level was highly correlated to age, these 
differences are expected. There were no significant differences (p > 0.05) in the 
participants’ subjective ratings of each tumor’s difficulty. Skilled and less-skilled 
participants found each tumor moderately difficult. 
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respectively. Statistical analysis revealed no difference (p = 0.851, 
0.067, and 0.110 respectively) in their subjective perception of the 
difficulty of each tumor resection procedure following operation, with a 
greater number signifying greater difficulty (Table 1). 

The classification accuracies for training and testing are illustrated in 
Table 3 and the final confusion matrices of the ANN modelling are 
shown in Fig. 4. The sensitivity and specificity, as well as the F-Measure 
(the harmonic mean between the precision and the sensitivity), are re
ported. A receiver operating curve (ROC) was constructed for each 
testing model to calculate the area under the ROC (AUROC). Due to the 
slight class imbalance that was present in the testing set (3 less-skilled 
vs. only 2 skilled), metrics such as F-Measure and AUROCs are more 
representative of the results relative to accuracy. 

The best performing model, ANN, was selected for model interpre
tation. Shapley value interpretations are plotted in order of magnitude 
in Fig. 3. The low alpha band was most important in expertise classifi
cation and the TBR, a composite of the theta and beta band, was the least 
important metric. 

To explore EEG activity further, we averaged the EEG results across 
the 3 tumor resections by participant. Then, we compared the skilled 
and less-skilled groups using unpaired two tailed T-Tests (Table 1). 
Significantly higher average values of low alpha, overall beta, beta 1, 
and beta 2 (p = 0.0443, 0.0485, 0.0141, 0.0148, respectively) were 
found for the skilled compared to the less-skilled group. In addition, a 
significantly lower TBR was found for the skilled compared to the less- 
skilled group (p = 0.0484). 

4. Discussion 

The combination of virtual reality simulation, EEG, and machine 
learning provides an opportunity to classify surgical expertise. This 
study demonstrates that an artificial neural network model can predict 
skilled and less-skilled participant levels of expertise based on EEG re
cordings with high fidelity during the performance of virtual reality 
simulated brain tumor resections. It is important to note that previous 
work has linked educational level with surgical success. For instance, it 
has been demonstrated that neurosurgeons performed simulated tumor 
resections with significantly less blood loss than medical students (0.23 
vs 0.44) and resected a significant amount of tumor more than medical 
students (94% vs 47%). Given that resection time was standardized 
across tumors, this amounted to a faster resection speed amongst neu
rosurgeons compared to medical students [30]. Thus, classification of 
surgical expertise according to education level is indicative of 
performance. 

We utilized the Shapley model interpretability technique [25] to 
conduct an analysis of the metrics that the model identified as important 
in classification, thus allowing a determination of the relative impor
tance of EEG bands in expertise classification (Fig. 3). A statistical 
analysis in average EEG bands provided the differences between skilled 
and less-skilled EEG activity (Table 1). 

Since low alpha is associated with calmness and neural efficiency 
[12], our findings suggest that skilled participants may have acquired 
abilities resulting in operating with greater composure and purpose than 
less-skilled participants [36]. Neural efficiency is related to the neural 
efficiency hypothesis, which states that skilled individuals tend to 
exhibit lower neural activity during the same cognitive task compared to 
less-skilled individuals [37]. This result reinforces the concept that 
skilled surgical performance involves cognitive elements such as 
enhanced composure and focus [38]. 

Although beta waves were relatively less important on our Shapley 
classification, most beta bands (beta 1, beta 2, and overall beta) were 
significantly different between groups. Skilled participants consistently 
had higher levels of beta waves (Table 1), suggesting that skilled par
ticipants may more consistently operate with greater attention and 
problem-solving abilities [39]. Skilled participants exhibited signifi
cantly lower (p = 0.0484) TBR, consistent with usage of TBR as a means 
of assessing expertise in several other fields. The TBR is considered a 
marker of cognitive processing capacity, a quality of importance in 
bimanual psychomotor surgical performance [32]. Our model did not 
put a high emphasis on the TBR (lowest Shapley value of the 13 metrics, 
Fig. 3), which may relate to TBR being a composite measure derived 
from its interactions with two or more other metrics inputted into the 
model. In contrast, a model based primarily on TBR may be able to 
outline this metric as important in expertise classification. 

Several of our models were unable to accurately classify expertise, 
particularly during the testing phase. On examining the testing mis
classifications, all the models that were generated accurately classified 
neurosurgeons and medical students—the extreme ranges of surgical 
skill levels in this investigation—but failed to accurately classify senior 
residents (6/32 misclassifications) and junior residents (26/32 mis
classifications). In this study residents were assigned to a group based on 
their year of training. The a priori classification system used in this study 
to place participants into the skilled or less skilled groups may not have 
been able to accurately outline the actual surgical skills of individuals 
especially between the third and fourth year of neurosurgical training in 
which training of subpial resection may be variable. A more compre
hensive method to classify trainee expertise level using quantitative 
assessment across a defined series of operative skills may improve the 
accuracy of these machine learning classification systems. However, our 
artificial neural network was able to achieve perfect testing accuracy, 
demonstrating the robustness of our final model and suggesting that this 
model has better classification precision and granularity. By calculating 
Shapley values and plotting them from the most to the least important 
EEG metric assessed, the Shapley graph allows for the prioritization of 
metrics for surgical training. In developing a neurofeedback method that 
builds on our system, to maximize training efficacy, we would recom
mend focusing the training protocol by iteratively training on the EEG 
metrics in order of their Shapley values. 

Table 3 
Modelling results.  

Classifier Training Accuracy Accuracy Sensitivity Specificity F-Measure AUROC 

Artificial Neural Network 0.979 1.0 1.0 1.0 1.0 1.0 
Support Vector Machine 0.958 0.667 1.0 0.8 0.800 0.833 
Logistic Regression 0.934 0.556 1.0 0.733 0.714 0.778 
K Nearest Neighbors 0.833 0.556 1.0 0.733 0.714 0.778 
Linear Discriminant Analysis 0.896 0.733 0.778 0.667 0.738 0.722 
Naïve Bayes 0.833 0.778 0.5 0.667 0.571 0.639 
Random Forest 0.833 0.667 0.500 0.600 0.667 0.583 

The seven most common machine learning model types in healthcare are compared in their ability to distinguish between skilled and less-skilled participants on a 
virtual reality surgical simulation. Models are ordered by the area under the receiver operating curve (AUROC). Training accuracy, testing accuracy, sensitivity, 
specificity, F-Measures and AUROCs are reported. All metrics reported other than the training accuracy are derived from the testing set. Algorithm prediction 
sensitivity and specificity are provided. The F-Measure is the harmonic mean of the precision (true positives over all positives) and the sensitivity. Testing accuracies 
varied from 67% to 100%, with the artificial neural network (ANN) classifying all participants in the testing set correctly. 
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4.1. Strengths 

By assessing several different model types and ordering them based 
on testing AUROC, we provide evidence that artificial neural networks 
are the most adept at analyzing averaged EEG data from surgical 
simulation. Several advantages are intrinsic to EEG monitoring systems. 
First, since EEG waves may precede action, EEG band frequency data 
may be utilized to predict future bimanual psychomotor performance 
and with the application of a feedback system help improve task 
execution and potentially mitigate potential technical skill errors [40]. 
Since EEG has a high sampling rate (256 Hz in this study, but potentially 
much higher), classifications may be possible in real-time, thus allowing 
for real-time feedback. Although we did not exploit this rapid sampling 
rate in the present study, by averaging EEG results, we were able to 
achieve accurate classifications with 2-min tumor resections data, 
allowing for personalized post-hoc feedback training. It is possible to 
collect EEG data concurrently and integrate these with other artificial 
intelligence derived biometrics performance platforms [22] to build a 
holistic model to both improve our understanding of surgical expertise 
in a specific surgical setting and suggest modulation of trainee perfor
mance to achieve optimal performance [22,41]. 

4.2. Limitations 

There are limitations to this pilot study. Virtual reality simulation 
allows detailed assessment of bimanual psychomotor technical skills 
however these systems are unable to recreate the many elements of the 
dynamic and interactive operating room environment. While spectral 
analysis is a established technique of quantitating EEG patterns [42], 
these evaluations provide an incomplete assessment of motor, sensory 
and cognitive interaction in complex bimanual psychomotor skills 
involved in surgical procedures. In this study we utilized only one EEG 
electrode to obtain average spectral band data associated for each of the 
three individual tumor resections. The advantages of using a single 
electrode included, less interference with the participants perception of 
a realistic operative experience, simplicity of EEG scalp application 
resulting in decreased start-up time and improved cost-effectiveness 
[43]. Disadvantages included the inability to assess EEG temporal 

(EEG band variance with time) or spatial analysis, which outlines 
physiological brain locations underlying the EEG information. However, 
using one electrode and an ANN machine learning algorithm model we 
were still able to classify skilled and less-skilled participants with 100% 
accuracy. Thus, although this level of accuracy may not be possible in all 
neurosurgical situations given one electrode, it represents a baseline and 
a first step for evaluating the technical skills of neurosurgical residents. 
Utilizing multiple electrodes in future studies will provide temporal and 
spatial data and further our understanding of the relationship between 
EEG and surgical expertise. EEG data lends itself to timeseries analysis 
and specialized deep learning algorithms such as the long-short term 
memory (LSTM) models. Since one of our goals was the implementation 
of an AI-powered individualized EEG neurofeedback platform to 
improve learner skill acquisition, the utilization of EEG mean data [44] 
rather than EEG timeseries information was felt to be easier for trainees 
to understand and learn. Since EEG [27] and hand ergonomics [45] 
exhibit differences between left and right-handed individuals, 
left-handed participants were excluded from this investigation (Fig. 1) 
preventing our commenting on their EEG patterns during simulated 
resection. This study involved only a small number of participants from 
one institution, which limits the generalization of our results. Using 
larger datasets from multiple institutions, including individuals with 
quantifiable levels of expertise, would enhance the robustness of models 
and the precision and granularity of the classification. 

It has been shown that higher participant age is associated with 
changes in EEG patterns, such as increasing beta activity and decreased 
alpha activity [46,47]. In this study the testing group, which included 5 
participants and 15 assessed tumor resections, was composed of a 
29-year-old senior and 29- and 30-year-old junior neurosurgical resi
dents. Our ANN model’s ability to accurately classify skilled and 
less-skilled performance despite the overlap in ages suggests that the 
model was not classifying based on age-related factors. 

Although regression analysis of EEG frequency bands during eyes 
closed and open baselines reveals significant correlation between some 
band frequencies and participant age, these correlations were rarely as 
strong as their years in practice counterparts. Moreover, alpha peak 
frequency (IAF), a robust metric of brain maturation [48], did not 
significantly correlate with eyes closed or open baselines and age 

Fig. 4. Confusion matrices of the training and testing results of the artificial neural network 
The first confusion matrix illustrates the averaged results from 16 different neural network models, which were trained on tumor resections from 15 participants, 
leaving one participant for validation in a leave-one-out-cross-validation (LOOCV) fashion (8 skilled and 8 less-skilled in total). Each participant carried out three 
simulated tumor resections for a total of 48 training procedures. One skilled participant, corresponding to a fourth-year neurosurgical resident, was misclassified as 
less-skilled during one of their surgical resections, rendering a final training accuracy of 97.9%. A final neural network was trained on all available training data 
based on the hypertuned parameters arrived at from the LOOCV procedure. The second confusion matrix illustrates the final testing results of this neural network. It 
achieved 100% accuracy on the 5 testing participants (2 skilled and 3 less-skilled participants). 
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(p = 0.1204 and 0.4004 respectively). Applying our accurate ANN 
model to the eyes open and closed baselines EEG data yielded classifi
cation accuracies of only 40 and 60%, respectively (results not shown). 
Taken together these results support the conclusion that the ANN 
model’s ability to classify surgical performance in the simulation uti
lized in this trial is based on this model’s ability to use EEG frequency 
wave rather than age-dependent EEG data. 

4.3. Future directions 

Studies involving the utilization of more frequent EEG analysis by 
multiple electrodes will provide more extensive EEG data which will 
improve our understanding of the relationship between specific tem
poral and spatial EEG frequency bands and surgical expertise. In 
particular, electrodes on sensorimotor areas (C3 and C4) may further 
elucidate bimanual technical expertise. The utilization of specialized 
deep learning algorithms such as the long-short term memory (LSTM) 
models for timeseries analysis may result in the development of 
continuous monitoring of expertise systems which provides personalized 
feedback and may allow for tutoring and risk detection. The combina
tion of the EEG-dependent ANN model outlined in this study and AI- 
powered intelligent tutoring platforms, such as the Virtual Operative 
Assistant (VOA) which utilizes safety and efficiency metrics generated 
from the support vector machine algorithm [49] for competency eval
uation could be assessed in randomized controlled trials [41]. 

EEG data classification results provides an opportunity for contin
uous neurofeedback which could provide users with increased self- 
awareness of their EEG patterns during operative performance. By 
interpreting which EEG series of metrics the model finds most useful in 
classifying specific skilled operative performance and alerting learners 
by neurofeedback methodology, surgical trainees could self-modify their 
own EEG metrics to approximate these EEG frequency metrics and 
improve task execution. A proposed neurofeedback system using the 
algorithms developed in this study is outlined in Fig. 5. 

These investigations could help determine which system or combi
nation of systems is more effective in formative surgical training. Arti
ficial intelligent EEG classification systems based on machine and deep 
learning powered educational platforms could be implemented during 
human operative procedures, resulting in the development of AI- 
powered “Smart Operating Rooms”. These platforms could offer 
trainees continuous monitoring of their bimanual psychomotor surgical 
skills while providing personalized expert-level coaching, error detec
tion, and mitigation of patient risk. 

5. Conclusion 

Machine learning algorithms successfully differentiated EEG activity 
between skilled and less-skilled groups during a simulated bimanual 
surgical task. Our methodology aids in the understanding the compo
nents of EEG which contribute to bimanual technical expertise. This 
system may enhance the ability of surgical educators to develop more 
quantitative, formative, and summative assessment paradigms to deal 
with future challenging pedagogic requirements. Machine learning- 
powered EEG classification systems offer objective, and generalizable 
continuous monitoring which can be adapted to the evaluation and 
training of all procedural-based bimanual technical skills interventions. 
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